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Reduced fidelity susceptibility and its finite-size scaling behaviors
in the Lipkin-Meshkov-Glick model
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We derive a general formula for the reduced fidelity susceptibility when the reduced density matrix is 2
X 2 block diagonal. By using this result and a continuous unitary transformation, we study finite-size scaling
of the reduced fidelity susceptibility in the Lipkin-Meshkov-Glick model. It is found that it can well charac-
terize quantum phase transitions, that is, we can extract information about quantum phase transitions from only
the fidelity of a subsystem, which is of practical use in experiments.
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I. INTRODUCTION

During the past few years, some important concepts in
quantum-information theory [1] have been introduced to
characterize quantum phase transitions (QPTs) [2]. For ex-
ample, entanglement, which is one of the central concepts in
quantum-information theory, has been investigated exten-
sively in QPTs in various models, like the Ising model [3-6]
and Lipkin-Meshkov-Glick (LMG) model [7-10]. Recently,
fidelity, another important quantum-information concept, has
also been applied in characterizing QPTs. When a system
undergoes QPTs, the ground state changes dramatically.
Since the definition of fidelity is mathematically the overlap
between two states, the introduction of fidelity in QPTs is
natural [11-34]. However, in the study of QPTs, the fidelity
depends computationally on an arbitrary yet finite small
change of the controlling parameter. To cancel the arbitrari-
ness, Zanardi et al. introduced the Riemannian metric tensor
[16,17], while You et al. suggested the fidelity susceptibility
[18]. The fidelity susceptibility then becomes an effective
tool to study critical properties [16,21] in many-body sys-
tems.

So far, the most extensively studied fidelity in QPTs is the
global ground state fidelity, which reflects the change of the
global system. We put forward an issue about the fidelity of
the subsystem when the global system undergoes a QPT. We
call this kind of fidelity the reduced fidelity. In general, a
subsystem, which is described by a reduced density matrix
(RDM), is in a mixed state. Therefore, we introduce a gen-
eral fidelity, i.e., the Uhlmann fidelilty, defined as [35]

F=tl‘\"p]/2ﬁp]/2, (1)

where p and p are two different states, regardless of whether
they are pure or mixed. The concept of the reduced fidelity
was considered in Refs. [36,37], in which the fidelity is de-
fined as

F=tr(pp). (2)

One of the two matrices is required to be a pure state to make
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the fidelity agree with the Uhlmann fidelity. In the rest of the
paper we will consider the Uhlmann fidelity, given by Eq.
(1), only. The investigation of reduced fidelity in QPTs is
presented in [38,39], in which it is called the partial fidelity.
In [40,41], the authors studied the reduced fidelity in renor-
malization group flows, and compared the critical behaviors
between the reduced and the global fidelities. In our paper,
we consider a two-body subsystem and introduce the re-
duced fidelity susceptibility (RFS). Moreover, we derive a
general formula for the RFS under the condition that the
RDM is block diagonal in 2 X 2 matrices. Then we study the
two-spin RFS of the LMG model and find that its scaling
exponent is different from that of the global one [24].

This paper is organized as follows. In Sec. II, we give a
general formula for the RFS when the density matrix is block
diagonal in 2 X 2 matrices. Then in Sec. III, we introduce the
LMG model. In the thermodynamic limit, the RFS is diver-
gent as (1—#)~" in the broken phase (0<h< 1), where & is
the effective transverse magnetic field. However, it becomes
zero in the entire symmetry phase (2>1). In the finite-size
situation, it is not suitable to use the RFS for the isotropic
case in the symmetry phase due to energy degeneracy. For
the anisotropic case, by using the continuous unitary trans-
formation (CUT) [42-44], we find that the maximum of y vs
h diverges as N** for an N-spin system.

II. REDUCED FIDELITY SUSCEPTIBILITY

In general cases, the analytical calculation of the mixed
state fidelity (1) is very hard; it involves exact diagonaliza-
tion, which is usually performed numerically. Here we con-
sider that the RDM p is block diagonal in a certain basis for
any given parameters,

n

ng_algis (3)

where Q; is a 2 X2 semipositive definite Hermitian matrix,
and 2n is the dimension of p. The block-diagonal form is in
general ensured by some symmetries of the system, and thus
is independent of the parameters. In fact, this situation is
common in a broad class of systems with special symmetries
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[38]. We consider p=p(h) and p=p(h+ ), where h is a
parameter in the Hamiltonian and & is a small change.

The fidelity susceptibility is defined as [12,18] x
=limg (-2 In F)/ &, and approximately we have

F=1-x&72. (4)

As p is block diagonal, the fidelity is written as
F = 2 F i (5 )

where Fi=tryp}”?g;0/"* is the “fidelity” for the ith block.
According to Eq. (4), we have

Fi=g,- X5, (6)
2
where y; corresponds to the “susceptibility” of the ith block

and x=2",x;.
As Q; is a 2 X2 matrix, we introduce the useful formula

trVA?BA = \tr(AB) + 2\/det(AB), (7)

where A and B are arbitrary 2 X 2 matrices of a certain argu-
ment 4. This formula helps us avoid the computation of ei-
genvalues of p. As the RDM is semipositive definite, we
restrict A and B to be the same. If A=B, it becomes

tr(A%) = (trA)? — 2 det A. (8)

Taking derivatives of the above equation with respect to A,
we get

tr(AA") = trA trA’ — 9,(det A), (9)

tr(AA") = trA trA” — J7(det A) + 2 det A’ (10)
where A’ =9,A, A" = &IZA, and dytr(A)=tr(A’). Now we have

Fi= \/tr(Qiéi) + 2\/det(9i§i)- (11)
To obtain the susceptibility, we expand the fidelity with re-
spect to & by using 0;=@,(h)+0/(h)5+ 50! (h)/2+0(5),
we get

—~ ! 52 n
MQ@JZH@ﬂ+Uw£J5+EH@£J,

52
det 0; = det 0; + d(det 0,) 5 + E&f,(det Q). (12)

1 2
_ N2_4 !
4trgi<(trel> det @] +
= 1
v Jurg (@) — 4 det ] + 24 (det )]
0

\

(9, det @)’
det o;
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As we have used a series expansion of p at &, it is neces-
sary to know some properties of p in the vicinity of 4. In this
study, we emphasize that the form of p should stay the same
as h changes, i.e., both p and p are block diagonal in 2 X2
matrices. This property of p is in general due to the symme-
tries of the Hamiltonian. However, as the parameter changes,
the determinant and the trace of each block change as well.
In the following, we discuss the calculation of fidelity in
three cases, classified by the determinant and trace of @,,
which are restricted in the region [0,1], because g; is a diag-
onal block of the density matrix p.

(i) deto;#0, tr0;#0. In this case the square root of
det(0,0,) is expanded as

—— ) 5
Vdet(0,;0;) = det 0; + 5(9,1 det 0; + Z(azh det 0,

_ ((9}1 det Qi)2> . (13)

2 det ;

Taking the above expression into Eq. (11) and with the help
of Egs. (8)-(10), we obtain

F,=t +§t ’+izt "+i2<4dt ' — (trp))?
;i =o; 5 ro; 1 ro; 81ro; et Q; ro;
a3, det(0,)
_[h e(gz)] ) (14)
det(@;)

(ii) det 0;=0, tr ;#0. This indicates det(0;0;)=0 and
F;=\tr(0;0;). It is emphasized that g; is rank 1, but 0;, in
general, is not. Since the lower bound of det 9, is zero, we
have ¢, det 9;,=0 and dfl det 0,>0. Thus we have

52
(0,0 = (tr@)’ + tretre; 6+ —{tritre] - Gj(det €;)

+2deto!] (15)
and
F;=tro; + étrgi' + 22trQ;.’ + i[4 det o] - (tre})?
2 4 8tro,
— 25 (det 0,)]. (16)

(iii) tr 0;=0. As p; is Hermitian, it is equivalent to a zero
matrix. Then tr(g;0;) = Vdet(g,;0,)=0, and F;=0.
Finally, we get the susceptibility for block o;:

) for tI‘Q,-#O, det Qlﬁ&(),

17
for tro; # 0, det 0, =0, (17)

for tro; =0,
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where the terms §tr@//2 and & tr 07/4 in Eqs. (14) and
(16) are canceled in the final expression of the fidelity, be-
cause tr(p) =1 and tr(p’)=tr(p”)=0. Additionally, if p is di-
agonal in a certain basis for any given #, the susceptibility is
obtained readily as

(\)?
4x;”’

N
x=2 (18)
where the \;’s are the nonzero diagonal terms and N is the
dimension of p.

III. LMG MODEL AND SCALING EXPONENTS
OF THE RFS

A. LMG model and RFS

The LMG model was introduced in nuclear physics to
describe mutually interacting spin-1/2 particles, embedded
in a transverse magnetic field. The Hamiltonian reads

A o o .
H=-=3 (dol + yolol) - 0> o
Ni<j i

2\ A
=_W(S§+ 7Sf,)—2hSZ+E(1+y), (19)

where o, (@=x,y,7) are the Pauli matrices and S,==,0",/2
is the collective spin operator. N is the total spin number and
the prefactor 1/N ensures finite energy per spin in the ther-
modynamic limit. |y| <1 is an anisotropy parameter; \ and h
are parameters giving the spin-spin interaction strength and
effective magnetic field, respectively. Here, we focus on the
ferromagnetic case (A>0), and without loss of generality,
we set A\=1. We take 7=0 as the spectrum is invariant under
the transformation s« —h. In addition, we consider only the
maximum spin sector S=N/2 in which the lowest-energy
state lies. The ground-state properties can be easily studied in
the thermodynamic limit by using a mean-field analysis.
However, for finite-size case, the scaling of the spin expec-
tation values has been studied by a 1/N expansion in the
Holstein-Primakoff single-boson representation [45] and by
the CUT [46,47]. The critical behavior of the global fidelity
susceptibility of this model is studied in [24], in which the
divergent form of the susceptibility is 1/(1—h)? in symmet-
ric phase and 1/+(1—#) in broken phase, and the finite-size
scaling exponent is 1.33.

Now we consider a two-spin RDM under the ground state
of the LMG model [48],

v, 0 0 u
0 0
Pij = 0 i ;/ o |’ (20)
u 0 0 v_
in the standard basis {|||),||T).]TI%/T1)}, where |1) and ||)

are eigenstates of o, with eigenvalues 1 and —1, respectively.
The nonzero matrix elements read

N?—2N +4(S2) = &S )N - 1)
vi = )

AN(N-1)
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N? - 4(s%) (3-8
YTanv -1 "TNN-1) @D

The zero elements of p;; result from the fact that the total
spin and the parity are conserved quantities, i.e.,

N
[H,$%]= [H,H U,«Z] =0. (22)
i=1

It is noticed that p;; is actually block diagonal in the rear-
ranged basis {|00),|11),|01),/10)}, and the two blocks are

Ql=(v+ u)’ 92:<y y>. (23)
u v_ yy

With the help of Eq. (17), we can give the RFS explicitly:

12 1 (
' "2 12
=—+——|(vi-v) " +4u
X 2y 4(v,+v) (03 -v2)
(va_+v+vi—2u’u)2>_ (24)
(vv_—u?) ’

here we consider the case that det 0, # 0, and the following
computations are based on it. From the above formula, we
see that the critical property of the RFS is determined by the
elements of the density matrix, which consist of spin expec-
tation values (21) and their first-order derivatives. The de-
tailed calculation of these spin expectation values is pre-
sented in [46,47]. For the isotropic case (y=1), the
Hamiltonian is diagonalized analytically. For anisotropic
case (y# 1), the exact spin expectation values are obtained
by a mean-field approximation in the thermodynamic limit,
and the scaling exponents of the spin expectation values are
obtained by using the CUT method for finite N.

B. The thermodynamic limit

In the thermodynamic limit, the LMG model undergoes a
second-order symmetry-breaking phase transition in the fer-
romagnetic regime [6]. For a strong magnetic field the sys-
tem is in the symmetry phase, where the ground state is
unique and polarized in the direction of the magnetic field.
As the magnetic field is decreased below a critical value #,
=1, the system enters the broken phase, where the ground
state becomes doubly degenerate, thus breaking the parity
symmetry.

In the following, we use a semiclassical approach to de-
termine the phase diagram of the LMG model. This approach
is exact in the thermodynamic limit for all y and relies on a
mean-field (variational) wave function

N
0 . 6 .
[1(6,¢) = @ (COS ¢ D+ sin 56"”/2“)/), (25)
I=1
which is a coherent spin state such that
N . o
(S)= E(sm 0 cos ¢,sin 6 sin ¢,cos 6). (26)

The ground state is thus determined by minimizing the en-
ergy
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(Hy =~

N-1
( 5 ) sin? A(cos® ¢+ vy sin® ) — AN cos 6

27

with respect to # and ¢, leading to a distinction between the
following two phases.

(i) h=1 (symmetric phase). The ground state is unique
and fully polarized in the magnetic field direction (6,=0) for
all .

(ii) 0=<h <1 (broken phase). For y# 1, the ground state is
twofold degenerate (6,=arccos i and ¢y=0 or ). In the iso-
tropic case y=1, (H) does not depend on ¢ so that the
ground state is infinitely degenerate.

Then the spin expectation values can be easily derived.
For h=1 we have

S 4(s?
im 252y g 252
N—o N—o N
4(s> 4(s?
lim ¢ ;> = lim ¢ ;> =0, (28)
Now N N—ee N
and for 0sh <1,
28, 4(S?
lim Q:h, lim <—;>:h2,
N—x N—o N
4(s> 48> 1-h
fim & ;> = lim %’2 =—. (29)
N—o© N N—© N 2
Now with Eq. (24), we can compute the RFS,
0 forh=1,
= 1 30
X foro=hn<l. (30
2(1 - h?)

The critical behavior is different from the global fidelity sus-
ceptibility studied in [24], in which the divergent form of the
susceptibility is 1/(1—h)? in symmetric phase and 1/+(1-h)
in broken phase.

C. Finite-size scaling

For a finite-size system, we begin with the isotropic case,
v=1. The Hamiltonian is diagonal in the standard eigenbasis
{|S,M)} of S* and S.. For S=N/2 the energy eigenvalue is

2
E(M,h):j%(M—%) —%](1 +h?), (31)

and the ground state |S, M) is readily obtained when

" NI2 forh=1, (32)
O IN2=R[N(1=h)2] forO<h<1,

where R(x)=round(x) gives the nearest integer of x. Then
one can see that level crossings exist at h=h;, where h;=1
—(2j+1)/N, between the two states |[N/2,N/2—j) and
IN/2,N/2—j—1). As M, is not continuous in 0<h <1, the
spin expectation values are the same. Thus according to Eq.
(24) there is no susceptibility in this case.

PHYSICAL REVIEW E 78, 051126 (2008)

0.8 0.9 1 1.1 1.2

FIG. 1. (Color online) Fidelity susceptibility y as a function of &
with various system sizes N=27,28 2% 210 for y=1/2. The posi-
tions of their peaks approach the critical point A.=1.

Next we consider the anisotropic case. The numerical re-
sults for the RFS as a function of 4 are shown in Fig. 1, from
which we can see that, as the system size increases, the peaks
become sharper and sharper, and their positions approach the
critical point, h.=1. We adopt the 1/N expansion method
with CUT that was used extensively by Dusuel and Vidal
[46,47], which corresponds to the large-N limit. The
Holstein-Primakoff method is not suitable for our task, since
it could only give a first-order correction in a 1/N expansion.

Here we briefly review the CUT introduced by Wegner
[42] and independently by Glazek and Wilson [43,44]. For a
pedagogical introduction to this technique, one can see [49].
The main idea of the CUT is to diagonalize the Hamiltonian
in a continuous way starting from the original Hamiltonian
H=H(I=0). A flowing Hamiltonian is then defined by

H()=U()H(O0)U(), (33)

where U(!) is unitary and [ is a scaling parameter. A deriva-
tion of Eq. (33) with respect to [ yields the so-called flow
equation

(1) =[n(D),H(D)], (34)

where 7(1)=-U(l)"9,U(]) is an anti-Hermitian generator. The
crucial point is to choose the generator 7(l) such that H() is
diagonal in the original basis in which H(0) is nondiagonal.
The choice of the generator is not unique. Wegner proposed
to take the commutator between the diagonal part H,(/) and
the nondiagonal part H,,(I); then the generator reads (/)
=[H/1),H,,(1)]. Another possibility is the so-called
quasiparticle-conserving generator proposed by Mielke [50]
and Knetter and Uhrig [51]. If Q is the operator counting the
number of elementary excitations, the matrix elements of
7(l) in the eigenbasis of Q are chosen to be

7;./(1) = sgn[q,(D) = q;(D]H,; (D), (35)

where ¢,(I) is the eigenvalue of Q(/) and sgn(x) gives the
sign of x. Meanwhile, a Hermitian observable Q(I)
=U'(DQ(0)U(]) is subject to the same flow equation as H([).
Then we can compute the expectation value of 2(0) on an
eigenstate |¢) of H(0) as (P|Q|d)=(p|U(I1=2)Q(I=0)U'(1
=)| ), where U'(I=)|¢) is the eigenstate of H(I=2). For
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detailed calculation, one can see [46,47], in which the
asymptotic forms and the scaling exponents of the spin ex-
pectation values, (S,)/N and (S?I)/N2 (a=x,y,z), were de-
rived. In the following, we adopt their results of the spin
expectation values, and calculate the scaling exponents of
their derivatives.

We consider the system size N to be very large, and the
matrix elements are rewritten

1 (Y ()
VeEa N TN
1 (s (8% (5%
YEI TN T e (36)

The spin expectation values appeared in the above expres-
sions can be solved by the CUT with 1/N expansion. For the
symmetry phase (h>1), we have

2(s,) 1(13;” ) (1—7)2<P§2) QEZ))
— =1+ 1)+ 3

N TN\g” N2 G2 +G3/2

N (1-y>2<z>g3> . Q?))+0<L>
N3 G7/2 G3 N4

A4S 1 1 (P2 o2\ 1 (P
==V =ia+ e\ et an) A\ g
N? NG G’ 6" N\G

Q(3)):| (L)
)| TO0\N)
483 ;{G_ L(ﬁiﬁ 22) 1(P“>

N2 h_,y N +N2 G + Gl/2 N3 G5/2

4(82)
N2

1PV 1 (P2 0P
=1+—< =42 +— 7;+Q—§j2
N\G G G

-y?( P2 oY !
T G7/2+? +0 Yk (37)

where G=G(h,y)=(h—1)(h-7). Here, P'=P{(h,7) and
Q(’)— (’)(h v) (i=1,2,3 and é=z,xx,yy,zz) are compli-
cated polynomlals of h and v; for more details, one can refer
to the Appendix of [47]. We note that the above spin expec-
tation values, denoted by @, can be written in the form

D (h,y) = DRE(h, y) + DYE(h, y), (38)

where the superscripts “reg” and “sing” stand for regular and
singular, respectively. The regular part is understood to be a
function of A, which is nonsingular at h=1, as well as all its
derivatives. Take 2(S.)/N for example; the regular part is 1
+1/N and the remainder forms the singular part. As h ap-
proaches 1, the terms 1nv01V1ng Q ) are small compared to
the terms involving Pg by a factor G(h 7). Therefore, we
consider only the terms involving Pg

PHYSICAL REVIEW E 78, 051126 (2008)

Now we show how to compute the scaling exponents of
the spin expectation values, the method used by Vidal et al.
[47]. Take 2(S.)/N for example,

280 _ L |, U=t (- pPd
N =1+ N+ NG1/2 NG3/2 (NG3/2)2
1
Ve =

where the singular part, terms after 1+ 1/N, can be written in
the form

< 2<SZ> )Sing _
N  NG(h,y)"?

where Fg ((1>=SZ,SJ2€,S§,S§) is a scaling function for these
spin expectation values. In fact, there can be no singularity in
any physical quantity in a finite-size system, and the critical
point h.=1 only for the thermodynamic limit N—cc. This
implies that the singularity of G(/,y)™"? has to be canceled
by that of .7-" 5. [NG(h,v)*?,y]. Thus one must have

fSZ[NG(h’ ‘}/)3/2’ 7]3 (40)

7-"5 (x,y) ~x'"3, which in turn implies the following finite-
size scaling:
S a” “1)
N el N2/3 .

Immediately, one can obtain the asymptotic forms of all
the spin expectation values:

2(s,) 1 a
~ 1+ YL
N | N N
A(s2) ay)
N2 . - N23®
2 (0)
4(51,) _ay,
N | N
2
sy L2, e ”
N2 el + N + N2/3 ’ ( )

where a(go) (é=z,xx,yy,zz) are all constants depending on .
Then take the first-order derivatives of Eq. (37) with respect
to h; one can find similar scaling functions with Eq. (40).
Here we also consider 2(S.)/N,

2sS. sing
(%%) ~ NG ING Y2, )

where Gg, is a scaling function for the derivatives of spin
expectation values, and then we find the finite-size scaling
d 2(S,
_Q _ agl). ( 44)
oh N |,o;

The scaling forms of other derivatives are

SHSD| )
oh N* |, %
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9 10 11 12
IogzN
FIG. 2. (Color online) Maximum susceptibility y,, as a function

of system size N. We can see that the numerical results approach the
solid line with slope 2/3 as the system size increases.

2 (1)
o
dgh N* |,., N
9 4S?)
| e (45)
h=1

where a(gl) (é=z,xx,yy,zz) are constants depending on 7. As
we can see, except for 4<S§>/ N2, the other first-order deriva-
tives are all independent of N. With the help of Eq. (24), we
find that the maximum RFS Y, = x(h,,,N,y) is

(a)’Nn

- — 46
agg)N”3+2 (46)

Xm ™~
for large N. Here we just present the divergent term. It is
noticeable that @'” should be less than —2 to ensure the ma-

p44
trix element y >0; thus y,,>0. Then we have

In x,,= Ay In N + const, (47)

where the constant depends only on 7y and the scaling expo-
nent Ay approaches 2/3 as N increases, which is verified
numerically, as shown in Fig. 2. In the broken-symmetry
phase (0<h<1), with a similar procedure, we can derive
the same exponent. However, for global fidelity susceptibil-
ity, the scaling exponent is 1.33 [24].

The difference of the scaling exponent between global
and reduced fidelity susceptibilities is very interesting. We
denote the global and the reduced fidelities as F; and Fp. It
is known that F;<Fp [1]; thus the corresponding suscepti-
bilities satisfy x5 = xx, according to Eq. (4). If the finite-size

PHYSICAL REVIEW E 78, 051126 (2008)

scaling behaviors are y;~N® and yz~NP, one readily
knows that the scaling exponents satisfy 8= «. Here we con-
sider a simple case, an N-body system represented by a prod-
uct state that reads

N
lip(h)) = glcb,»(h»; (48)

each subsystem is in a pure state. We denote the one-body
reduced fidelity as F;, the relation between the global and the
reduced fidelities is

F(h, 8) = Kyp(h)|(h + 8))]

=T Keh)| ik + 9)|
i=1

=1 Fin9). (49)
i=1

According to Eq. (4), we have XG=EZ1 Xg; moreover, if the
system has translational symmetry, y;=Nxg. However, if the
global state is entangled, i.e., there exist interactions between
particles, it is not easy to give a quantitative relation between
Fg and Fp.

IV. CONCLUSION

In summary, we have investigated the RFS for a second-
order quantum phase transition of the LMG model. For the
case that p is block diagonal in 2 X2 matrices, we derive a
general formula for the RFS. By using a mean-field approxi-
mation, we obtain the critical behavior of the RFS for all y in
the thermodynamic limit. Then with the CUT the finite-size
scaling exponent of the RFS is obtained analytically and con-
firmed numerically. Our results show that the RFS undergoes
singularity around the critical point, indicating that the RFS
can be used to characterize the QPTs. It is suggested that we
can extract information about the QPTs from only the fidelity
of a subsystem, without probing the global system, which is
of practical significance in experiments.
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